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Section 1 – Introduction

1.1 Purpose

This document defines the file transfer methods and file formats used to provide data to the Earth Observing System Data and Information System (EOSDIS) Data Gathering and Reporting System (EDGRS).  EDGRS is a tool for reporting metrics on science data processing and distribution within EOSDIS.

1.2 Organization

This document is organized as follows:

· Section 1—Purpose and organization of this Interface Definition Document (IDD) 

· Section 2—High-level operations concept of the data ingest for EDGRS and the specific file formats

· Section 3—A description of the information needed for EDGRS metrics 

· Section 4—High level description for file transfer to EDGRS

1.3 Reference

The following documents are referenced in or provide supplementary information to this document.  They contain relevant supporting information.

1. Computer Sciences Corporation, Earth Science Data Information System (ESDIS) Data Gathering and Report System (EDGRS) White Paper Describing the EDGRS Analysis and Design Approach, Draft, September 2001

2. Raytheon Systems Company, 311-CD-500-001, Release 5A Data Management Subsytem (DMS) Specifications for the ECS Project, July 1999

3. Raytheon Systems Company, 311-CD-501-001, Release 5A Ingest (INGST) Database Design and Schema Specifications for the ECS Project, July 1999

4. Raytheon Systems Company, 311-CD-503-001, Release 5A Planning and Data Processing (PDPS) Subsystem Database Design and Schema Specifications for the ECS Project, May 1999 

5. Raytheon Systems Company, 311-CD-504-001, Release 5A Science Data Server Subsystem Database Design and Schema Specifications for the ECS Project, May 1999

6. Raytheon Systems Company, 311-CD-505-001, Release 5A Storage Management (STGMT) Database Design and Schema Specifications for the ECS Project, May 1999

7. Raytheon Systems Company, 311-CD-506-001, Release 5A Subscription Server (SUBSRV Database Design and Schema Specifications for the ECS Project, May 1999

8. Raytheon Systems Company, 625-CD-506-001, ECS Project Training Material Volume 6: Production Planning and Processing, July 1999

9. Raytheon Systems Company, 625-CD-508-001, ECS Project Training Material Volume 8: Ingest, July 1999

10. Raytheon Systems Company, 625-CD-509-001, ECS Project Training Material Volume 9: Data Distribution, July 1999

11. Raytheon Systems Company, 625-CD-510-001, ECS Project Training Material Volume 10: Archive Processing, July 1999

Section 2 – Operations Concept

2.1 Operations Overview

EDGRS is used to collect and process ingest, archive, and distribution metrics for the Earth Observing System Data and Information System (EOSDIS).  The metrics collected was initially limited to those from the EOS Distributed Active Archive Centers (DAACs) EOS Core System (ECS).  Now, data is collected from other Earth Science Enterprise (ESE) systems such as the Langley TRMM Information System (LaTIS) and the DAAC Version 0 systems.  

As shown in Figure 2-1, the EDGRS data collection scheme is designed to reside at each data metrics provider.  This collection activity extracts data from operational tables into ASCII text flat files on a regular basis.  The flat files are transferred via FTP to the centralized EDGRS location and the data is then imported into a database from which standardized reports are generated.  Ad-hoc reports are supported through a Web-based user interface.

The flat files prepared for EDGRS are formatted so that one line in the file represents one record of information.  The lines have field information in fixed width columns.  For DAACs that use ECS, scripts are provided to create these flat files.  Other metrics providers may develop their own processes for creating flat files that conform to the formats specified in this document.
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Figure 2-1. Operations Concept

The data extraction and data transfer should be accomplished automatically at the metrics provider location.  Once the files arrive at the central EDGRS processing location, the import process is accomplished automatically using scripts on the EDGRS machines.  Daily checks by EDGRS operations personnel will ensure that the data was received.  The scripts are designed to pull data with several days of overlap so that if the data transfer fails for a few days, data recovery will automatically take place as soon as communication is restored. 

2.2 Flat File Layout

Records from the metrics providers are received in flat files.  These flat files are sent via FTP to EDGRS, where scripts read the files and insert the rows as records into the EDGRS database.  The flat files must be formatted correctly for this process to work properly.  Also, if there is no data to supply, the flat files should still be provided with headers to verify that the metrics sampling was successfully attempted and transmitted.

2.2.1 File Format

There are two types of flat files expected from the metrics data provider.  They are data files and an action log file. 

Data records from the metrics providers are grouped into ASCII text data files daily.  These files conform to a defined format of assigning fixed column positions for each record field.  Each field is separated from other fields by a single blank column, including a blank column at the beginning of each record.  In addition, each file will have several lines at the top that function as a header.  The description of the contents of these header lines follows in Sections 2.2.3 and 2.2.4 of this document, the description of the fixed length fields for each data record follows in Section 3 of this document.

For ECS data extractions, an action log file should be generated that tracks a single execution of the set of data extraction scripts covering a single event period (i.e., one execution of all of the scripts).  This log file should indicate what scripts were executed, and the date/time that it started/stopped.  This is further described in Section 3.

For the present, the widths for each field in the data files correspond to the widths in the ECS files.  In some cases these are altered to reflect expanded column sizes to accommodate non-ECS field values.  These modified sizes are reflected in Section 3 tables as parenthetical values for column sizes and start/stop locations.

2.2.2 File Name

The flat data files are named using the following format:

"xx_<mode><tablename>.YYYYMMDDHHMMSS.flt"

and the action log file is named using the following format:

"xx_<mode>_action.YYYYMMDDHHMMSS.flt"

where 

	xx_
	designates the source of the data (e.g., g0 for Goddard, e0 for EDC, la for LATIS), followed by an underscore character.

The following assignments are made:

   as_        ASF

   e0_         EDC / ECS

   e1_         EDC / V0

   m1_        GHRC at MSFC

   g0_         GSFC / ECS

   g1_         GSFC / V0

   jp_          JPL / V0

   l0_          LARC / ECS

   la_         LARC / LATIS

   n0_         NSIDC / ECS

   n1_         NSIDC / V0

   or_        ORNL / V0

   se_         SEDAC / V0

 

	<mode> 
	designates the operations or test mode.  Three valid values are defined as follows:  'OPS' means data taken from the operational production environment.  'TS1' means data is taken from an integration test environment.  'TS2' means data is taken from a system test environment.  EDGRS processes data in OPS mode.



	<tablename>
	designates the primary table for which the data is intended.  See Section 3 for a description of the expected values for this parameter.



	Period
	A period (dot) follows the <tablename> in the data file format and the characters 'action' in the action log file name.



	YYYY 
	designates the 4 digit year for the time of the file data sample.



	MM 
	designates the 2 digit month, 01 through 12



	DD
	designated the 2 digit day, 01 through 31



	HH 
	designates the 2 digit hour in 24-hour time, 00 through 23



	MM 
	designates the 2 digit minutes , 00 through 59



	SS 
	designates the 2 digit seconds, 00 through 59




Note that HHMMSS is in 24-hour time and designates the time the flat file was produced.  For example, the corresponding action file for a run at the Goddard DAAC production environment that takes place on November 19, 1999 12:25:47am would be represented as follows: "g0_OPS_action.19991119002547.flt".  See Section 3 - Data Descriptions for sample file names.

2.2.3 File Version

The first line of the file indicates the version of the software or script that was used to generate and format the file.  This version number is maintained by the authors of the script.  The first line of the file has the following format:

<tablename><space>xx.yy.zz

where

	<tablename>
	designates the primary table for which the data is intended.  See Section 3 for a description of the expected values for this parameter.  This value should match the one used in the file name.



	<space> 
	represents a single space



	xx
	designates the major version number.  This should change only when the major content of the file is changed such as a change in the data source or the main structure of the file changes such as from blank filled to comma delimited.



	Yy
	designates the minor version number.  This should change only when a minor change is made, such as a field is added or removed but the data source remains unchanged.  



	Zz
	designates the fix number.  This should change only when a field's length or format is adjusted.


2.2.4 Mandatory Data Marker

Since the data is sent in ASCII format, it is readable.  This provides an easy method for checking the contents of a file.  To assist in the reading of a file, it is preferred, but not necessary, to provide a descriptive name at the top of each column of data.  Following this line of column names is a line of dashes and spaces, indicating the width of each column.  While the column name is not required, the import program looks for a line containing dashes (at least 3 contiguous dashes) before it starts reading data.  A line of text containing these dashes will trigger the import program to start reading data on the line immediately following the dashed line. 

2.2.5 Formatting Data Types

Although the files are full ASCII text files, the values represented in each column can portray various data types, such as numeric values, dates, and text strings.  A single blank separates each column from the next.  Also, each data record of each flat file starts with a blank column.  Alphanumeric fields can contain any combination of letters, numbers or ASCII symbols.  Loading is based on fixed width columns.  Special formatting is specified.  Blank-filled fields are preferred when no data is available; however, use of the "NULL" keyword may also be used.  Justification (blank fill) for all fields should be consistent within the field.  Number fields have no leading or trailing zeros unless specified.  Number fields may be either left or right justified and are blank-filled. The time reference is local time for system-generated dates and GMT for dates indicating temporal coverage of the science data. The date fields are formatted in either one of two styles and the correct style is specified in the column description in the following sections.

Format 1:  MMM  DD YYYY HH:MM:SS XM where MMM is the first three characters of the month name (e.g., JAN for January) and X = A or P for AM or PM.  The HH portion is in 12-hour time.   The SS portion is optional.  All other symbols follow the conventions defined in Section 2.2.2.

Format 2:  MM/DD/YYYY HH:MM:SS  The hours are in 24-hour or military time.

(e.g. 02/16/2000  02:45:00)

Section 3 - Data Descriptions

This section describes in detail the flat files used in EDGRS processing.  Systems that are based on ECS will have these files generated by EDGRS scripts.  Systems that are not based on ECS will need to generate files that follow these formats.

Each row in each flat file is of a fixed length and will represent one record comprised of fixed-width fields. The rows of data are imported from the flat files into the EDGRS database.
The flat files will provide metrics on data ingest, data processing, data archiving, and data distribution.

Not all of the field content specified in the following tables is mandatory; however, space must be allocated for all fields in the fixed width column format.  The ones that are not mandatory are intended for future metrics usage; however, no current reporting is based on them.  The ones that are mandatory are required either for reporting or system control purposes.  The column in the following tables uses the following codes:

	Value
	Description
	

	Y
	Required
	

	Y*
	Strongly Desired.  May be used in queries but not directly used in current reporting or control.
	

	N
	Desired.  Available for future reporting.  Please provide if available.
	


3.1 Processing Data Types

The EDGRS system performs its entire grouping and summarization based on the concept of a data type.  A data type is a short descriptive acronym that represents an official reference name for the contents of a distinct data collection type (alphanumeric with no embedded spaces).  A data collection name is uniquely mapped to a mission, instrument, version, level of data, and discipline.  Other names for a data type are shortname and Earth Science Data Type (ESDT).

The list of valid data types and associated information must be provided in advance of the actual transmission of metrics information so that the system can be set up to accept and categorize the metrics data.  Transmission of this table is not required every time metrics data are provided; however, it must be maintained as new data types are introduced.  

This information should be provided in electronic form; however, unlike the daily transmission of information, this data can be provided in Microsoft Excel or in tab or comma delimited files.

The current list of data types is published on the EDGRS web site at edgrs.gsfc.nasa.gov:8000.

The information required for each data type is detailed in Table 3.1

Table 3.1
Processing Data Type Definition

	Field Name
	Field Description
	Maximum Width
	Mandatory

	DataTypeName *
	Short name of the data type.  This name will appear in all reports as the name representing a grouping of files of a given type.  This name is used as a key to link mission, instrument, level, and discipline to records in other tables described in this document.  There are neither embedded blanks nor periods.
	80
	Y

	ShortDescription
	Textual description of the data type that may indicate the purpose of this file type.  This may be used in some reports where the data type name is too cryptic. 
	80
	Y

	Mission *
	The name of the mission as referred to by NASA.  For example, TERRA, AQUA.
	20
	Y

	Instrument *
	The instrument name on board the mission.   Also includes Ancillary, Spacecraft, System, DAO (Data Assimilation Office).  For non-mission data, this field can represent another type of categorization.
	50
	Y

	Level *
	The data level.  Valid values currently include but are not limited to 0, 0R, 1, 1A, 1B, 1B1, 1B2, 2, 3, 4, NA, ancillary, metadata.

Use NA if level makes no sense for this data type
	15
	Y

	Discipline *
	Field of study.  Current values include but are not limited to Ancillary, Atmosphere, Calibration, Cryosphere, Ephemeris, Land, N/A, Ocean, Radiance, Raw Data, and Solar.                                       
	20
	Y

	Baseline
	Flag that indicates whether or not this data type is part of the science baseline that is included in the estimates for volume to archive.  Valid values are ‘Y’ or ‘N’.
	1
	Y*

	SizeMaximum
	Largest expected size in megabytes for this granule type after it is stored into the archive.  This is used in QA of input data.

Precision is to two decimal places.
	20 (2)
	N

	* Used in sorting and grouping information


3.2 Data Ingest

The data ingest function at a metrics provider site receives Earth science data from various sources.  The data is transferred into the system, preprocessed, and transferred to a repository.  A granule is the smallest aggregation of data that is independently managed (i.e., described, inventoried, or retrieved). 

The data ingest process is broken down into ingest request records and requested granule records.  An ingest request is a request to the system to import a data set (i.e. related set of granules) into the computer.  It can have one or more granules associated with the request.  A common request identifier links these records.

Data ingest is an ECS concept and is not required for non-ECS data except where an agreement is made to support ingest metrics reporting.

3.2.1 Ingest Requests – Summary Level

This file will contain summary data for completed ingest requests.  Each row corresponds to one ingest request and has a one-to-many correspondence with the rows in the Ingest Request - Granule Level file.   Following is the description of each field in the group.

Sample file name:  g0_OPSInReqHdr.20000215110239.flt  

Note that the processing of multiple granules in a request may occur in parallel.

Table 3.2.1
Ingest Requests – Summary Level

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	RequestID 
	Key that uniquely identifies each ingest request.  This value is alphanumeric and must be distinct within this table.  This key is used to link with records in the Ingest Request - Granule Level file.  This field cannot be empty. (Alphanumeric, Sequential, no leading spaces) 
	11
	2
	12
	Y

	ExternalData

Provider
	Keyword name of the system providing the data to be ingested (Alphanumeric, no embedded spaces)

(e.g. MODAPS, EDOS, GSFC-V0)
	20
	14
	33
	Y

	Mission
	Keyword name of the mission that the data came from (Alphanumeric, no embedded spaces)

(e.g. AM-1)
	60
	35
	94
	N

	ProcessingStartDateTime
	Timestamp for start of ingest for the first data granule in the request, accurate to at least minutes. (Local time: Format 1).  This field must not be blank.
	26
	96
	121
	Y

	ProcessingEnd

DateTime
	Timestamp that ingest processing ended for the last granule processed in the request, accurate to at least minutes. (Local time: Format 1)
	26
	123
	148
	Y*

	TimeToXfer
	Time to transfer the data into the system in seconds.  This is the sum of the corresponding values in the Ingest Request - Granule Level file.  (Integer)
	11
	150
	160
	N

	TimeTo

Preprocess
	Time from start of preprocessing of request to time of completion (success or failure) of preprocessing in seconds.  This is the sum of the corresponding values in the Ingest Request - Granule Level file.  Preprocessing converts data to binary format, and may yield ancillary data needed for further processing. This is done at the same time as metadata extraction. (Integer)
	16
	162
	177
	N

	TimeToArchive
	Time to archive the data in seconds. This is the sum of the corresponding values in the Ingest Request - Granule Level file. (Integer)
	13
	179
	191
	N

	TotalData

Volume
	Total data volume of the ingest in bytes.  This is a sum of the data volumes of the composite granules. 
	20
	193
	212
	Y*

	TotalFileCount
	Total number of files generated to fulfill the request  (Integer)
	14
	214
	227
	Y*

	TotalGranule

Count
	Total number of granules for the request. (Integer)
	17
	229
	245
	Y*

	TotalSuccessfulGranules
	Total number of data granules successfully ingested (Integer)
	23
	247
	269
	Y*


3.2.2 Ingest Requests – Granule Level

This file will contain metrics for the granules ingested. Each row corresponds to one granule in an ingest request and has a many-to-one correspondence with the rows in the Ingest Request - Summary Data file.   Note that since the granules may be concurrently ingested, the start/stop times of multiple granules in a request may overlap.  Following is the description of each field in the record.  An alternate column width schema is provided in parentheses.  

Sample file name: g0_OPSInReqData.20000216004503.flt

Table 3.2.1
Ingest Requests – Granule Level

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	RequestID
	Key that uniquely identifies each ingest request.  This must match corresponding records in the Ingest Request - Summary Data file to link associated data. (Alphanumeric, Sequential)
	11
	2
	12
	Y

	DataGranuleID
	Key that uniquely identifies each granule within a request ID.  (Can be sequential integers).  Multiple granules within a single request must have different data granule ids.
	13
	14
	26
	Y

	DataType
	The short name / descriptive acronym for a data type.  This is the official reference name for the contents of a data collection. (alphanumeric, no embedded spaces).  This must match the values in the data type table discussed in Section  3.1.

(e.g. AST0TS, MOD000, AM1DIAG1, AM1DIAG1.)
	32

(80)
	28
	59

(107)
	Y

	DataGranule

Volume
	Total data volume of data granule in bytes.

This is a sum of the data volumes of the files comprising the data granule.
	20


	61

(109)
	80

(128)
	Y

	DataGranule

State
	State of the data granule.  Valid values are:

Valid completion states:

 'Archived' or ‘Successful’
Error completion states:

'Cancelled', 'Terminated', 'ArchErr', 'PreprocErr', 'XferErr'
Interim Processing States:

'New',  'Preprocessed', 'Transferred'
	20
	82

(130)
	101

(149)
	Y

	Processing

StartDateTime
	Processing start date and time for the ingest of a data granule, accurate to the minute. (Local time: Format 1).   This field must not be blank.
	26
	103

(151)
	128

(176)
	Y

	ProcessingEndDateTime
	Processing end date and time for an ingest of a data granule, accurate to the minute.  Processing includes all activities required to import, preprocess, and archive the granule. (Local time: Format 1).  This field may be blank only if the completion state is a failed state.
	26
	130

(178)
	155

(203)
	Y

	TimeToArchive
	Time to archive this data granule in seconds.  (Integer)
	13
	157

(205)
	169

(217)
	N

	TimeTo

Preprocess
	Time in seconds from start of preprocessing of data granule to time of completion (success or fail) of preprocessing (Integer)
	16
	171

(219)
	186

(234)
	N

	TimeToXfer
	Time in seconds from the start of transfer for first file in granule to time of receipt of status (success or fail) for last file in granule. (Integer)
	11
	188

(236)
	198

(246)
	N


3.3 Data Archive

Data received from ingest or processing are archived for permanent storage and distribution.  It is primarily an automated process.  Granules placed into the data archive are identified in a table called Archived Granules.  This file contains information on archived data granules. It will contain one record for each granule archived. An alternate column width schema is provided in parentheses.  

Sample file name:  g0_OPSDsMdGran.20000215110239.flt

Table 3.3
Data Archive

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	DbID
	Key that uniquely identifies a granule description record. 

(Alphanumeric)
	19
	2
	20
	Y

	ShortName
	The short name / descriptive acronym for a data type.   This is the official reference name for the contents of a data collection (alphanumeric, no spaces).  This should be the same form as data type name in Section 3.1

(eg. AST0TS, MOD000, AM1DIAG1, AM1DIAG1.)
	9

(80)
	22


	30

(101)
	Y

	SizeMBECS

DataGranule
	Volume of data contained in the granule in megabytes.  This should be accurate to 6 digits to the right of the decimal.  Note that a megabyte is bytes divided by (1024 x 1024 or 1,048,576).
	25
	32

(103)
	56

(127)
	Y

	BeginningDateTime
	Start time for data observation at the instrument. (GMT: Format 1)
	26
	58

(129)
	83

(154)
	Y

	EndingDate

Time
	Completion time for data observation at the instrument.  (GMT: Format 1)
	26
	85

(156)
	110

(181)
	Y

	InsertTime
	Time of original insertion into the data archive (Local time: Format 1).  This value cannot be blank.
	26
	112

(183)
	137

(208)
	Y

	Production

DateTime
	Date and time specific granule was produced by a PGE (Local time: Format 1)
	26
	139

(210)
	164

(235)
	N

	LastUpdate
	Time of last update of this record (Local time: Format 1)
	26
	166

(237)
	191

(262)
	Y

	LocalGranule

ID
	Granule name or file name of granule inserted into the archive.  This field is intended for use in matching with files operated on in other subsystems.
	100

(240)
	193

(264)
	292

(503)
	Y

	Version
	Version of the file for this granule.  Version often starts at 001 and increments as a 3-digit number with leading zeroes.  The version is designed to change when the data source or processing algorithm are revised, improved, or certified.
(Note:  Version for ECS-supplied data is 9 characters)
	10
	294

(505)
	303

(514)
	Y

	deleteEffectiveDate
	Date and time the granule was removed from the archive of available data.  (Local time: Format 1)
(Note:  A record marked for deletion MUST have either the deleteEffectiveData set and/or the DeleteFlag set to ‘Y’)
	26
	305
(516)
	330
(541)
	N

	DeleteFlag
	Flag that indicates whether or not this has been removed from the archive of available data.  Valid values are ‘Y’ or ‘N’
	17
	332
(543)
	348
(559)
	Y


3.4 Data Processing

This section has been deleted.

3.5 Data Distribution

After data has been archived, it can be distributed.  Distribution from the archive is done for multiple reasons.  This includes in response to user orders, as triggered by previously submitted subscriptions, or in response to requests by PGEs to process data.  Data can be retrieved or transmitted electronically or issued on physical media.

3.5.1 Distribution Requests

This file will contain one record per distribution request from the archive system. There is a one-to-many relationship between the rows in this file and the rows in the Distribution Granules file.

Sample file name:  g0_OPSDsDdRqst.20000215110239.flt

Table 3.5.1
Distribution Request Data Structure

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	RequestId
	Key that uniquely identifies each distribution request.  This key links this table to the Distribution Granules table defined in the next section.  It also links this table to the request ID in the User Request Table (c.f. Section 3.4.4)  (Alphanumeric)
	50
	2
	51
	Y

	OrderId
	Key that uniquely identifies each user order This must match corresponding records in the User Orders file to link associated data. (Alphanumeric)
	50
	53
	102
	Y

	State
	Queue state of the distribution request object (Valid entries are 'Pending', 'Active', 'Shipped', 'Failed', 'Suspended','Suspended With Errors', 'Cancelled', 'Transferring'.)
	50
	104
	153
	Y

	UserID
	User ID of the user initiating the request.  This ID should match the User ID in the User Profile Table (c.f. Section 3.4.5).  It can also be a "guest" account that should have a generic "guest" identifier.  Other values are allowed if they have a defined purpose and are used consistently, such as use by a system level staging program for use by production processing.  These values need to be defined in advance and distinguished as a special case. (Alphanumeric)
	50
	155
	204
	Y

	Size
	Total number of bytes in the distribution request 
	20
	206
	225
	Y

	StartTime
	Time the distribution started (Local time: Format 2) 
	25
	227
	251
	Y

	EndTime
	Time distribution ended  (Local time: Format 2) 
	25
	253
	277
	Y

	NRGranules
	Number of granules per request (Integer)
	11
	279
	289
	Y

	NRReqfiles
	Number of files generated to fill request (Integer)
	11
	291
	301
	Y

	NRMedia
	Number of media of type Media Type used to fill request. (Integer)
	11
	303
	313
	Y*

	MediaType
	Type of media used for a request (i.e. 8MM tape, CDRom).  For FTP transfers, use the values FtpPush for system or subscription based transfers and FtpPull for requests from the User Request area. (Alphanumeric)
	50
	315
	364
	Y

	UserProfile
	Profile ID.  This is currently the same value as the UserID field.  
	50
	366
	415
	N

	FTPHost
	Hostname to connect to for FTP push (Alphanumeric)
	255
	417
	671
	Y*

	FTPPush

Dest
	Target system directory (Alphanumeric)
	255
	673
	927
	Y*

	FTPPullHost
	Host user will ftppull from (Alphanumeric)
	255
	929
	1183
	Y*

	ESDTType
	The short name / descriptive acronym for a data type and version. This is the official reference name for the contents of a data collection. (alphanumeric, no spaces)

It should be in the following format:

<datatype-name>.<version>

(e.g. MOD02OBC.001)
	50

(80)
	1185
	1234

(1264)
	Y


3.5.2 Distribution Granules

This file will contain one record for each granule distributed.   There is a many-to-one relationship between the rows in this file and the rows in the Distribution Requests file.

Sample file name:  g0_OPSDsDdGran.20000216004503.flt

Table 3.5.2
Requested Granules for Distribution Data Structure

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	RequestID
	Key that uniquely identifies each distribution request.  This key links these granule records to the Distribution Requests Table.
	50
	2
	51
	Y

	Status
	Status of request  (valid values are 'Pending', 'Staging', 'Shipped', 'Failed', 'Suspended With Errors', 'Suspended', 'Transferring').
	150
	53
	202
	Y

	StartTime
	Time the distribution started   (Local time: Format 2)
	25
	204
	228
	Y

	GranuleSize
	Sum of sizes of files in granule in bytes
	20
	230
	249
	Y

	GranuleID
	Key that uniquely identifies each data granule.  For ECS compatible systems, this is the same format as the Universal Reference field in Table 3.4.1.  For other systems, this should contain the file name or granule ID.
	150

(190)
	251
	400

(440)
	Y

	ESDType
	Earth science data type (ESDT).  All granules in a request pertain to the same ESDT.  It should include the data type name (same form as Section 3.1) and version in the following format:

<datatype-name>.<version>
	50

(80)
	402

(442)
	451

(521)
	Y


3.5.3 User Orders

This file will contain one record for each user order.   There is a one-to-many relationship between the rows in this file and the rows in the User Requests file.  All time values in this record pertain to the entire order.

Sample file name:  g0_OPSEcAcOrd.20000215110239.flt

Table 3.5.3
User Order Record Data Structure

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	OrderId
	Key that uniquely identifies each user order This must match corresponding records in the User Requests file (Section 3.5.4) and also to the Distribution Request Files (Section 3.5.1) to link associated data. (Alphanumeric, Sequential)
	10
	2
	11
	Y

	HomeDAAC
	Where the data request was placed

(Valid values are 'ASF',' EDC', 'GSF', 'JPL', 'LAR', 'NSC', 'ORN', 'CSN')
	13
	13
	25
	Y*

	UserId
	UserID of user placing order.  This identifier must match the one in the User Profile Table defined in Section 3.5.5. (Alphanumeric)
	14
	27
	40
	Y

	FirstName
	User’s first name (Alphanumeric) 
	20
	42
	61
	Y*

	MiddleInit
	User’s middle initial (Alphanumeric)
	10
	63
	72
	Y*

	LastName
	User’s last name (Alphanumeric)
	20
	74
	93
	Y

	EmailAddr
	User’s email address (Alphanumeric)
	255
	95
	349
	Y

	OrderStatus
	Status of user order.  (Valid entries are 'Abort', 'Operator Intervention',' Pending',' Shipped', 'Terminated' )
	22
	351
	372
	Y

	OrderMedia
	Media type of the user’s order (Valid Entries are: 8mm tape, CD-ROM, FTP).  If the order contains more than one media type, then leave this field blank and define separate requests in the order request table for each media type.
	20
	374
	393
	Y

	OrderGranule
	The number of granules that fill the user’s order (Integer)
	12
	395
	406
	Y

	ReceiveDateTime
	Date order received (Local Time: Format 1).  This value must not be empty.  
	26
	408
	433
	Y

	StartDate

Time
	Time the system first started processing the first request of the order (Local Time: Format 1).  For non-ECS compatible systems, this is the time that the system began to work on fulfilling this request.
	26
	435
	460
	Y*

	FinishDate

Time
	Time the system finished processing the last request in the order (Local Time: Format 1).  This value must not be blank.
	26
	462
	487
	Y

	TimeOfLast

Update
	Time of last update of this record.   (Local Time: Format 1)
	26
	489
	514
	Y*

	ShipDate

Time
	Date/time the last request for the order was shipped (Local Time: Format 1).
	26
	516
	541
	Y


3.5.4 User Requests

This file will contain one record for each user requested datatype.   There is a many-to-one relationship between the rows in this file and the rows in the User Orders file.  A user request represents one data type/media type distribution as part of an order.

The request status should reflect the state of the request as follows:

	State
	Description
	Final State
	Comments

	Shipped
	Successful shipment of the data for this request
	Yes
	The shipdatetime – starttime reflects the turnaround time for this product’s production.

	Failed
	Failed by ECS system; or rejected by operations
	Yes
	The finishtime should be filled in.  If it is not supplied, the lastupdate time field will be used for completion reporting.

	Cancelled
	Cancelled by operations
	Yes
	The finishdatetime should be filled in.  If it is not supplied, the timeoflastupdate field will be used for completion reporting.


Note that these are final states.  When a request is in progress, it may have other interim states and the associated date fields known so far should be supplied.

Sample file name:  g0_OPSEcAcRqst.20000215110239.flt

Table 3.5.4
User Request Record Data Structure

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Postion
	Mand-atory

	OrderId
	Key that uniquely identifies each order.  This key must match the orderid in the User Order Table 3.5.3. (Alphanumeric)
	10
	2
	11
	Y

	OrderHomeDaac
	Where the request was ordered.
	10
	13
	22
	N

	RequestId
	Key that uniquely identifies each user request.  This key must match the one in the Distribution Request Table (c.f. Section 3.4.1). (Alphanumeric)
	10
	24
	33
	Y

	Request

ProcessingDAAC
	Where the request was processed  (valid values are 'ASF', 'EDC', 'GSF', 'JPL', 'LAR', 'NSC', 'ORN', 'CSN', 'GHRC')
	22
	35
	56
	N

	FirstName
	User’s first name (Alphanumeric) 
	20
	58
	77
	Y*

	MiddleInit
	User’s middle initial (Alphanumeric) 
	10
	79
	88
	Y*

	LastName
	User’s last name (Alphanumeric) 
	20
	90
	109
	Y

	EMailAddr
	User’s email address (Alphanumeric) 
	255
	111
	365
	Y

	Request

Status
	Status of request (Valid entries are 'Pending', 'Staging', 'Shipped', 'Failed', 'Suspended With Errors', 'Suspended', 'Transferring').
	22
	367
	388
	Y

	NumFiles
	Number of files that fills request (Integer)
	12
	390
	401
	Y

	NumBytes
	Number of bytes that fill request (Integer)
	20
	403
	422
	Y

	Num

Granule
	Number of granules that fill request (Integer)
	12
	424
	435
	Y

	MediaType
	Media type  (FtpPull, FtpPush, 8MM, etc.)
	20
	437
	456
	Y

	ShipAddr

Street1
	Street shipping address #1 (Alphanumeric)
	32
	458
	489
	Y*

	ShipAddr

Street2
	Street shipping address #2 (Alphanumeric)
	32
	491
	522
	Y*

	ShipAddr

Street3
	Street shipping address #3 (Alphanumeric)
	32
	524
	555
	Y*

	ShipAddr

City
	City shipping address (Alphanumeric)
	35
	557
	591
	Y*

	ShipAddr

State
	State shipping address (Alphanumeric)
	20
	593
	612
	Y*

	ShipAddr

Zip
	Zip code of shipping address (Alphanumeric)
	15
	614
	628
	Y*

	ShipAddr

Country
	Country of shipping address (Alphanumeric)
	30
	630
	659
	Y*

	ShipAdd

Phone
	Phone # at shipping address  (format XXX-XXX-XXXX)
	22
	661
	682
	Y*

	Receive

DateTime
	The user request was created (Local time: Format 1)
	26
	684
	709
	Y

	StartDate

Time
	Time that the system began processing the request (Local time: Format 1)
	26
	711
	736
	Y*

	FinishDateTime
	Time that the system finished processing request (Local Time: Format 1)
	26
	738
	763
	Y

	TimeOfLastUpdate
	Time of last update (Local time: Format 1)
	26
	765
	790
	Y*

	ShipDate

Time
	Date request shipped (Local time: Format 1)
	26
	792
	817
	Y

	FTP

Address
	Requestor's FTP staging address (Alphanumeric)
	50
	819
	868
	Y*

	DestinationNode
	Destination node for FTP acquires (Alphanumeric)
	20
	870
	889
	Y*

	DestinationDirectory
	Destination directory for FTP acquires (Alphanumeric)
	20
	891
	910
	Y*

	ESDT_ID
	The short name / descriptive acronym for a data type and version. This is the official reference name for the contents of a data collection. (alphanumeric, no spaces)

This is the same value as the data type name defined in Section 3.1.
	80
	912
	991
	Y


3.5.5 User Profile

This file will contain one record per registered user.

Sample file name:  g0_OPSUsrProfile.20000215110239.flt

Table 3.5.5
User Profile Record Structure
	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	UserId
	Uniquely identifies a registered user. (Alphanumeric).  This value is used as a key to all other tables referenced in this document with this field name.
	14
	2
	15
	Y

	HomeDAAC
	Name of a location where the user is registered.  (valid values are 'ASF', 'EDC', 'GSF', 'JPL', 'LAR', 'NSC', 'ORN', 'CSN', 'GHRC')
	10
	17
	26
	N

	FirstName
	User’s first name (Alphanumeric) 
	20
	28
	47
	Y

	MiddleInit
	User’s middle initial (Alphanumeric)
	10
	49
	58
	N

	LastName
	User’s last name (Alphanumeric)
	20
	60
	79
	Y

	UsrType
	For ECS, this is the GTWUsrType field.  Not required for other systems.
	20
	81
	100
	Y*

	EmailAddr
	User’s email address (Alphanumeric)
	255
	102
	356
	Y

	Internet

Affiliation
	Affiliation based on email address.  Valid values are: Government, K-12, University, Commercial, Other.  
	19
	358
	376
	N

	Organization
	User’s organization (Alphanumeric).  
	31
	378
	408
	Y*

	ProjectName
	User’s project name (Alphanumeric)
	30
	410
	439
	Y*

	Affiliation
	User selected Internet Affiliation.  (Valid Values are 'Gov. Research',  'Government', 'Other', 'Commercial', 'University',  'Null').  This is selected on the ordering interface.  Blank if not populated.
	16
	441
	456
	Y

	Research

Field
	Research field available in the system.  Optional free text entry by user.

(eg. Global Biosphere GSFC, Land Processes EDC, Atmospheric Aerosols LaRC, Biological Oceanography JPL
	64
	458
	521
	N

	CreationDate
	Date/time this user id/profile was created. (Local time: format 1)
	26
	523
	548
	Y

	ShipAddr

Street1
	Street shipping address #1 (Alphanumeric)
	32
	550
	581
	Y*

	ShipAddr

Street2
	Street shipping address #2 (Alphanumeric)
	32
	583
	614
	Y*

	ShipAddr

Street3
	Street shipping address #3 (Alphanumeric)
	32
	616
	647
	Y*

	ShipAddrCity
	City shipping address (Alphanumeric)
	35
	649
	683
	Y*

	ShipAddr

State
	State shipping address (Alphanumeric)
	20
	685
	704
	Y*

	ShipAddrZip
	Zip code of shipping address
	15
	706
	720
	Y*

	ShipAddr

Country
	Country of shipping address (Alphanumeric)
	30
	722
	751
	Y*

	ShipAddr

Phone
	Phone# at billing address
	22
	753
	774
	Y*

	MailAddr

Street1
	Street Mailing address #1 (Alphanumeric)
	32
	776
	807
	Y*

	MailAddr

Street2
	Street Mailing address #2 (Alphanumeric)
	32
	809
	840
	Y*

	MailAddr

Street3
	Street Mailing address #3 (Alphanumeric)
	32
	842
	875
	Y*

	MailAddrCity
	City Mailing address (Alphanumeric)
	35
	877
	911
	Y*

	MailAddrState
	State Mailing address (Alphanumeric)
	20
	913
	932
	Y*

	MailAddrZip
	Zip code of Mailing address
	15
	934
	948
	Y*

	MailAddr

Country
	Country of Mailing address (Alphanumeric)
	30
	950
	979
	Y*

	MailAddr

Phone
	Phone# at Mailing address
	22
	981
	1002
	Y*

	NasaUser
	Does the user work for NASA (Y) or not (N)
	8
	1004
	1011
	N


3.5.6 Subscriptions

EDGRS provides an additional grouping of distribution information based on the concept of subscriptions.  A subscription is a standing order for data (for processing, distribution, and other similar functions).  This is used in ECS to provided data to other processing systems or users who want a continuous stream of data.  The grouping of these requests into a subscription is based on the Userid field (see Table 3.5.1). 

EDGRS does not know the purpose of all the subscriptions in ECS.  Therefore, it requires a mapping of UserIds to a functional purpose.    This mapping is provided as needed.  It should have the structure defined in Table 3.5.6.  Without this mapping, the only subscriptions that can be mapped include standardized UserIds such as those used for ECS Production or PDS processing.

The subscriptions need to be categorized into 1-3 levels of breakdown.  The first level is required because it is used to report information to upper management and NASA Headquarters.  The three levels are defined in the following table as the fields category, rollup, and user.  

Table 3.5.6
Subscription Definition Record Structure
	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	UserId
	Uniquely identifies a registered user. (Alphanumeric).  This value is used as a key to all other tables referenced in this document with this field name.
	20
	2
	20
	Y

	Category
	Must be one of the following values:  'End-User', 'QA/Test', or 'Production'

End-User is defined as data distributed to another system for purposes other than producing NASA funded products or for quality assurance or test purposes.  

Production includes processing on the local machine or data sent to a NASA funded SIPS for the sole purpose of further processing.

QA/Test includes subscriptions that are used to validate ongoing activities or test new ones.
	20
	22
	41
	Y

	Rollup
	A further breakdown of category to indicate a summarization meaningful to the DAAC.  This can be used for such things as splitting testing and QA or to represent a major interfacing system.  This or the user-defined field can be used to monitor the flow of data over an interfacing link.
	30
	43
	72
	Y*

	User
	User specified field to further breakdown the rollup field at the discretion of the DAAC.  
	40
	74
	113
	Y*

	
	
	
	
	
	


3.6 Log File Format

An action log file should be generated for ECS data extractions that tracks a single execution of the set of scripts covering a single event period (i.e., one execution of all of the scripts).  This log file indicates what scripts were executed, and the date/time that it started/stopped.  The format for this file is as follows.  The sequencing and format of the lines is used for text extraction.

	Line
	Item Description
	Example

	1-5
	File Header describing the version of the control script, the time of execution of the script on the system in datestamp format and full date format using local time. 
	EDGRS Development Version 0.1.0 --> Running Now

The datestamp for this execution is:  20000824004504

Thu Aug 24 00:45:04 EDT 2000

< 2 blank lines>

	6
	DAAC/Data Provider <g> where g is g for gsfc, l for larc, e for edc, and n for nsidc for ECS systems.  TBD for other systems.


	EDGRS is running on <g> DAAC.



	7
	Earliest date for which metrics are pulled.
	Initial Date of Pull Window is:  08/20/2000

	8
	Latest date for which metrics are pulled.
	Terminal Date of Pull Window is: 08/24/2000

	9
	The mode of the system being polled.  'OPS' is used for the production system.  'TS1'  and 'TS2' are used for test systems.
	The program is running in Mode:  OPS

	10-12
	Statement surrounded by blank lines
	Output file for the scripts executed above may be viewed in the corresponding directory.

	13-n
	For each pull script run, the log file should contain the following sublines:

1. Date/time execution started

2. Executing Script: <script name>

At the end of all scripts, the time of the completion of the last script is also recorded.
	Thu Aug 24 00:45:05 EDT 2000

Executing Script: Dprs.ksh

Thu Aug 24 00:45:08 EDT 2000

Executing Script: PlDprData.ksh

Thu Aug 24 00:45:41 EDT 2000

Executing Script: DsDdGran.ksh

Thu Aug 24 00:45:42 EDT 2000

Executing Script: DsDdGranArch.ksh

Thu Aug 24 00:56:18 EDT 2000

Executing Script: DsMdGran.ksh

Thu Aug 24 00:57:04 EDT 2000

Executing Script: EcAcOrd.ksh

Thu Aug 24 00:57:05 EDT 2000

Executing Script: EcAcRqst.ksh

Thu Aug 24 00:57:06 EDT 2000

Executing Script: InReqData.ksh

Thu Aug 24 00:57:21 EDT 2000

Executing Script: InReqHdr.ksh

Thu Aug 24 00:57:24 EDT 2000

Executing Script: PlDataTyp.ksh

Thu Aug 24 00:57:24 EDT 2000

Executing Script: PlDataProReq.ksh

Thu Aug 24 00:57:30 EDT 2000

Executing Script: PlDgShort.ksh

Thu Aug 24 00:58:54 EDT 2000

Executing Script: UsrProfile.ksh

Thu Aug 24 00:58:54 EDT 2000

Executing Script: DsDdRqst.ksh

Thu Aug 24 00:58:55 EDT 2000

Executing Script: DsDdRqstArch.ksh

Thu Aug 24 01:14:03 EDT 2000

	Last
	Concluding statement indicating everything completed.
	EDGRS Development Version 0.1.0 --> Run Completed


3.7 Capturing Log Data

Some information about data distribution is not recorded in databases.  This information may be captured in logs.  This section describes the logs and identifies the various logs from which data is expected.  It includes the following:

	3.7.1
	System Identifiers (SIDs)

	3.7.2
	Anonymous FTP Data Transfers

	3.7.3
	WAIS Logs

	3.7.4
	World Wide Web Access Logs

	3.7.5
	World Wide Web Data File Transfer Logs

	3.7.6
	Offline Inquiries

	3.7.7
	IMS Tracking


The logs are used for two purposes.  One is to count the number of accesses to the DAAC.  The other is to calculate how much and what type of data has been sent.

3.7.1 System Identification (SIDs)

An eight alphanumeric character string is used to identify the system from which statistics data are logged or collected. The following convention is used: dddsssnn where ddd indicates the name of the site at which the system resides, or in the case of the EDG server, v0iewwnn where nn indicates the number assigned to the site by EDG staff. The sss indicates the system from which the event/statistic was logged or the method of access used to perform the event. The nn is a two-digit numeric from 00 to 99 assigned by each DAAC to identify unique pieces of equipment or differentiate multiple systems or methods of access which are of the same type, or use the same sss value. Additional values for ddd and sss can be supplied as needed.   When a new SID is added, the EDGRS POC must be informed  in order for the data to be processed.
Allowable values for ddd are:

     asf = ASF

     edc = EDC

     gsf = GSFC

     jpl = JPL

     lar = LaRC

     nsi = NSIDC

     orn = ORNL

     sed = SEDAC

     v0i = EOS Data Gateway (EDG)

     gcm = GCMD

     ghr = GHRC

Allowable values for sss are:

     dot = Local data order tracking system

     ftp = ftp site/server

     www = World Wide Web site/server

     wdd = log of data retrievals via WWW

     wai = WAIS server

     pho = telephone

     ema = e-mail

     fax = facsimile transmission

     wlk = walk-in or face-to-face access

     mai = postal mail

     eww = EOS Data Gateway (EDG) 

     off = offline orders

     sub = subscription

Note: pho, ema, fax, wlk, mai are codes which should be used when reporting orders or inquiries made through user services, or 'non-system' methods.

For each system mnemonic that DAACs will use, the DAACs must provide ESDIS with descriptions of those systems.  For example if there are multiple WWW homepages that are provided by the DAACs, then a description of each site and the type of data provided by that site (browse, orderable data, etc.) must be indicated.

Examples:

	LaRC local ChUI 
	larlch01

	GSFC DOTS  
	gsfdot01

	JPL general anonymous ftp staging site  
	jplftp01

	JPL QLBB ftp staging site               
	jplftp02

	ASF USO walk-in contact      
	asfwlk01


3.7.2 Anonymous FTP Data Transfers

Some data is not distributed through the formal ordering and distribution methods.  One alternate method is for posting the data onto FTP servers and then letting the users log into the FTP server and pull the data without formally ordering it.   FTP logs are the only way to track this method of distribution.

Every FTP server that supplies data to external users should produce an FTP log.  Since more than one FTP server may be operating at a given DAAC or metrics provider, each server should have a system identifier (SID).  This name is compatible with previous metrics provisions methods and is defined in the following table.

This log file will contain information from the FTP server.  Each record corresponds to one data transfer.   If the data type name field is not provided, then the file name in this data transfer must exactly match the file name in the Archive metrics described in Table 3-3 so that mapping to instruments, data types, etc. can be performed.  Table 3.7 contains the description of each field in the record.

Since the FTP log is not a database table, the syntax of the table portion of the file name should contain the system ID (SID) that identifies the FTP server.  Thus, data from each SID should be sent in a different file.  In the following example, the SID is 'edcftp01'.

Sample file name:  e0_OPSedcftp01.20000215110239.flt  

Note that the processing of multiple granules in a request may occur in parallel.

Table 3.7
Anonymous FTP Logging

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	DAAC
	Metrics provider.  
	10
	2
	11
	Y

	SID
	System ID identifying the name of this FTP server.  See Section 3.7.1.
	10
	13
	22
	Y

	FTP_datetime
	Date on which the FTP occurred, from the log.  This should be provided in time format 2
	20
	24
	43
	Y

	Emailaddr
	Email address entered by the requestor
	120
	45
	164
	Y

	Filename
	Name of the file transferred.  This name should exactly match the name of the file in the archive as described in the LocalGranuleID field in Table 3-3 (Data Archive).
	240
	166
	405
	Y

	Filesize
	Size of the file in bytes
	20
	407
	426
	Y

	Host
	The host name or IP address for the destination
	120
	428
	547
	Y

	DataTypeName
	Short name of the data type matching the value in Table 3-1.  This is intended to provide a characterization of the data sent via this approach.
	80
	549
	628
	N


3.7.3 WAIS Logs

3.7.4 This section has been deleted.  WAIS data tracking is no longer supported by EDGRS.





	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


3.7.5 World Wide Web (WWW) Access Logs

Statistics on user access to DAAC systems is required in addition to data ordering and distribution methods statistics.  Users frequently contact a DAAC without completing a request for data.  One alternate method of accessing the DAACs is through one or more WWW site at each DAAC.  WWW logs are the only way to track these accesses.  This log is used to count the number of distinct user accesses to the site (and thus appear in the web log) each day.   

Every WWW server available to external users should produce a WWW log.  Since more than one WWW server may be operating at a given DAAC or metrics provider, each server should have a system identifier (SID).  

This log file will contain information from the WWW log.  Each record corresponds to one data transfer.   Table 3.9 contains the description of each field in the record.

Since the WWW data is not a database table, the syntax of the table portion of the file name should contain the text 'WWW' followed by the system ID (SID) that identifies the WWW site.  Thus, data from each SID should be sent in a different file.  In the following example, the SID is 'edcwww01'.

Sample file name:  e0_OPSedcwww01.20000215110239.flt  

Table 3.9
WWW Access Logging

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	DAAC
	Metrics provider.  
	10
	2
	11
	Y

	SID
	System ID identifying the name of this WWW server.  See Section 3.7.1.
	10
	13
	22
	Y

	WWW_datetime
	Date on which the WWW access occurred, from the log.  This should be provided in time format 2
	20
	24
	43
	Y

	Host
	The host name or IP address for the destination
	120
	45
	164
	Y


3.7.6 World Wide Web (WWW) Data File (WDD) Transfer Logs

Some data is not distributed through the formal ordering and distribution methods.  One alternate method is posting the data onto WWW servers and then letting the users access the WWW site and retrieve the data without formally ordering it.   WWW logs are the only way to track this method of distribution. 

Every WWW server that supplies data to external users should have a WWW log running.  Since more than one WWW server may be operating at a given DAAC or metrics provider, each server should have a system identifier (SID).  This name is compatible with previous metrics provisions methods.

Transfers of DAAC science data make up a subset of all the entries in a WWW log, which also includes file transfers for items such as Web page icons.  The DAAC is required to filter the WWW log to remove all entries that are not science data transfers from these data file transfer logs. 

The WWW data transfer log file will contain information from the WWW server.  Each record corresponds to one science data file transfer.   Table 3.10 contains the description of each field in the record.

Since the WWW file transfer log is not a database table, the syntax of the table portion of the file name should include the system ID (SID) that identifies the file as a wdd file.  Thus, data from each SID should be sent in a different file.  In the following example, the SID is 'edcwdd01'.

Sample file name:  e0_OPSedcwdd01.20000215110239.flt  

Table 3.10
WWW Data File (WDD) Transfer Logging

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	DAAC
	Metrics provider.  
	10
	2
	11
	Y

	SID
	System ID identifying the name of this FTP server.  See Section 3.7.1.
	10
	13
	22
	Y

	WWW_datetime
	Date on which the transfer occurred, from the log.  This should be provided in time format 2
	20
	24
	43
	Y

	Emailaddr
	Host name or IP address of requestor
	120
	45
	164
	Y

	Filename
	Name of the file transferred
	240
	166
	405
	Y

	Filesize
	Size of the file in bytes
	20
	407
	426
	Y

	DataTypeName
	Short name of the data type matching the value in Table 3-1.  This is intended to provide a characterization of the data sent via this approach.
	80
	428
	507
	N


3.7.7 Offline Inquiries

The Data Centers frequently receive inquiries through the user services personnel or non-automated methods (phone, email, fax, walk-in).   Inquiries can be general, about documentation ordering, data and software questions, system usage, and requests for inventory searches, or result in referrals to other DAACs or organization.  These are counted and reported through the offline-inquiry metrics when reporting distinct users accessing the DAACs and the number of accesses to the DAAC.

Sample file name:  e0_OPSedcoff.20000215110239.flt  

Table 3.11
Offline Inquiry Logging

	Script Column Name
	Column Description
	Column Width
	Start Position
	End Position
	Mand-atory

	DAAC
	Metrics provider.  
	10
	2
	11
	Y

	SID
	System ID identifying the name of this FTP server.  See Section 3.7.1.
	10
	13
	22
	Y

	Email
	Email address of person doing inquiry.  If no email address is available, this should be the requestor's  last name.firstname
	120
	24
	143
	Y

	LastName
	Requestor's last name
	20
	145
	164
	Y

	InqDate
	Date/Time of Inquiry.   Date portion is required.  Time portion is optional, but if not supplied, should be 00:00:00. This should be provided in time format 2.
	20
	166
	185
	Y

	Docorder
	Number of times documentation is ordered.
	5
	187
	191
	Y

	Techdata
	Number of User questions on data and software to read the data
	5
	193
	197
	Y

	Inforeq
	Number of general information requests.
	5
	199
	203
	Y

	Sysusereq
	Number of requests for assistance in the use of any offline system.
	5
	205
	209
	Y

	DaacRef
	Number of requests that result in referrals to another DAAC.
	5
	211
	215
	Y

	Outref
	Number of requests that result in referrals to an outside agency.
	5
	217
	221
	Y

	Search
	Number of requests made for inventory searches. 
	5
	223
	227
	Y


3.7.8 Information Management System (IMS) Tracking

3.7.9 This section has been deleted.  IMS data tracking is no longer supported by EDGRS.



	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Section 4 - Data Delivery

This section addresses the methodology for file delivery from the metrics providers to the EDGRS environment.

4.1 Directories and Folders

EDGRS interfaces with the metrics providers via ASCII text files.  These files are FTP 'd from the metrics providers into assigned folders on the EDGRS system.   

Each ECS DAAC (i.e. GSFC, NSIDC, LaRC, and EDC) will execute EDGRS provided scripts to create the ASCII text files.  The non-ECS DAACs will develop their system specific scripts to create the text files reflecting their metrics.  The scripts will automatically connect the DAAC to the EDGRS system at IP address 192.225.88.14 and push the flatfiles to reserved directories on the EDGRS system as follows:

	Account / Folder
	System
	FTP location for Metrics Provider:

	gsfc
	ECS
	GSFC 

	nsidc
	ECS
	NSIDC 

	larc
	ECS
	LaRC 

	edc
	ECS
	EDC 

	latis
	LATIS
	LaRC 

	edcv0
	Non-ECS
	EDC

	asfv0
	Non-ECS
	ASF

	ghrv0
	Non-ECS
	GHRC

	gsfcv0
	Non-ECS
	GSFC

	jplv0
	Non-ECS
	JPL

	nsidcv0
	Non-ECS
	NSIDC

	ornlv0
	Non-ECS
	ORNL

	sedv0
	Non-ECS
	SEDAC


4.2 Login Procedures/Accounts

For the EDGRS scripts to extract data from the ECS tables and send it to the centralized location, the following must occur:

· An account must be set up with the authorization to query (via Sybase SQL embedded into UNIX scripts) the ECS tables and create files in a place from which they can be FTP'd.

· The scripts that pull the data must be installed in this account.

· A UNIX script that initiates the queries must be installed.  This script should be set up to initiate automatically on a predefined interval via the 'cron' function or with a script that sets up the next execution automatically.

· A UNIX script that initiates the FTP of the data retrieved in the prior step should be installed to run in a periodic manner as above.

System accounts and processes for non-ECS organizations will probably be similar as determined by the organization sending the data.  The EDGRS ID and password to use when FTP’ing data to EDGRS is covered by individual operations agreements between the metrics provider and EDGRS.

Secure FTP methods are preferred for all transmission.  Separate accounts have been set up for each interface which allows the metrics provider to send data specific to a location on the machine without worrying about folder structures.

4.3 Time Span and Overlap (Data Content)

Each metrics provider will arrange with the EDGRS personnel the number of days of data to be provided in each flat file.  This will ensure that data is available in the event of system down time or missed file transfers. The trade off between data volumes to be transmitted and the need for recovery in the event of transmission problems or system down time can be determined on a site-by-site basis.  For the EDGRS-provided scripts, this is a configurable variable and can be adjusted if necessary.  
Data in the flatfiles should not overlap for FTP and WDD type files.  That is, each flatfile of this type should contain a unique time range that does not overlap with the time range of any other flatfile of its type.  In other words, FTP and WDD flatfiles that overlap in time with other FTP and WDD flatfiles could result in a volume error.   Other flatfiles may have a time overlap in order to avoid data gaps.
4.4 Periodicity of File Delivery

Files are transmitted at least on a daily basis for ECS data and at least weekly for non-ECS data.  Daily transmissions are preferred.  Agreements with each metric provider will set the interval. Metrics providers querying their own databases to generate their own ASCII text files should plan to do so on a basis that assures that metrics are collected before the data is purged from the providing databases or other data environments.  

4.5 Points of Contact

To ensure efficient data acquisition, communication between EDGRS and personnel at the metrics providers may be necessary, and the following positions are defined.

EDGRS Point of Contact (POC)  - representative designated by the EDGRS operational/development team for interfacing with the DAACs and other metrics providers on any required issues.  

DAAC POC(s) - individual at each DAAC or Metrics Provider responsible for metrics for their environment.  

Other POCs – individual at another metrics provider responsible for coordination between that system and the EDGRS development/maintenance team.

The list of POCs is maintained on a Web page available via http://edgrs.gsfc.nasa.gov:8000/.  As the need to change POCs arises, updates should be provided to the EDGRS POC.
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