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Preface

_______________________________________________________
This Operations Agreement (OA) is controlled jointly by the Goddard Space Flight Center (GSFC) Science Operations Office (SOO) and the DAACs listed in Section 1.2.  The EDGRS manager will maintain a master copy of this agreement.  In the event that changes are made to this agreement, each DAAC manager and point of contact (POC) will be notified of the change and asked if they concur with the change.  Changes will be made in the form of a new revision.  The revised version will then be forwarded to each DAAC, which will then become the official version and supercede all earlier versions.

Questions and proposed changes concerning this document will be addressed to:

Yun-Chi Lu

Mail Code 423

Goddard Space Flight Center

Greenbelt MD 20771

301-614-5243

email: yun-chi.lu-1@nasa.gov 

The DAAC managers agree to place this OA under the configuration management (CM) of their respective organizations, and to maintain supporting information as specified in this agreement.  They further agree to coordinate changes to this OA between and within their respective organizations.
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Section 1.  Introduction

_______________________________________________________
1.1 General

EDGRS is a database system for the collection and processing of NASA Science Data metrics including ingest, archive, and distribution metrics for the Earth Observing System Data and Information System (EOSDIS).  The EDGRS system is maintained under the Science Operations Office at GSFC.  The EDGRS metrics collection and processing was initially limited to those from the EOS Distributed Active Archive Centers (DAACs) EOS Core System (ECS).  EDGRS metrics currently collects and processes metrics from both ECS and Version 0 (V0) DAAC systems.  The statistics resulting from EDGRS input processing are reported to the NASA GSFC Science Operations Office (SOO) on a periodic basis and are available on the EDGRS World Wide Web home page http://edgrs.gsfc.nasa.gov:8000/.

1.2 Purpose

This document presents the agreement for the operational interface, roles and responsibilities, addresses, parameters, and POCs between the EDGRS team, under SOO authority, and the following contributing DAACs:

· Alaska SAR Facility (ASF); Fairbanks, Alaska

· Atmospheric Science Data Center (ASDC - ECS & V0); Hampton, Virginia 

· Global Hydrology Resource Center (GHRC); Huntsville, Alabama

· GSFC Earth Sciences (GES - ECS &V0); Greenbelt, Maryland

· Physical Oceanography (PO); Pasadena, California

· Land Processes (LP - ECS & V0); Sioux Falls, South Dakota 

· National Snow and Ice Data Center (NSIDC - ECS & V0); Boulder, Colorado 

· Oak Ridge National Laboratory (ORNL); Oak Ridge, Tennessee

· Socioeconomic Data and Applications Center (SEDAC); Palisades, New York

The interface details for file formatting and processing are contained in the EDGRS Interface Definition Document (IDD) and will not be discussed within this document. 

1.3 Scope / Intended User

This agreement covers two types of operational information, information required by the EDGRS team to fulfill their statistics reporting needs, and the procedures and frequencies of responsibilities required from the contributing DAACs for metrics provision to EDGRS.  

Section 2.  Documents

The following documents apply in defining this interface or in obtaining background information relative to this interface.  Each of these documents are available on the EDGRS website under the documentation link.

Interface Definition Document (IDD) for the ESDIS Data Gathering and Reporting System, September 2002. 

Earth Science Data and Information System (ESDIS) Data Gathering and Reporting System (EDGRS) White Paper, September 2001.

Earth Science Data and Information System (ESDIS) Data Gathering and Reporting System (EDGRS) Installation & Operations, March 2000.
Section 3.  Overview

3.1 EDGRS Overview

The EDGRS database processing system is located in Greentech IV at 7700 Hubble Drive in Lanham/Seabrook, Maryland.  It is staffed with operator(s) during normal business hours.  Its primary function is to collect, process, and store NASA DAAC ingest, archive, and distribution statistics and act as a DAAC metrics repository.  It interfaces with all DAACs listed in Section 1.2 where it receives raw daily/weekly files and processes them for monthly, annual, and ad-hoc metrics reports.  It also interfaces with the public via the previously mentioned Web (WWW) site, where it presents the processed statistics in tabular or graphical format.    

3.2 EDGRS – DAAC Interface Roles and Responsibilities

The EDGRS metrics collection schema resides at each listed metrics provider (DAAC) and at the EDGRS site.  Both ECS and non-ECS DAACs run EDGRS scripts at their locations to provide metrics to EDGRS.  Non-ECS DAACs are responsible for the development, installation, and testing of scripts that provide EDGRS metrics in accordance with guidelines established in the EDGRS Interface Definition Document (IDD).  For the ECS DAACs the EDGRS team is responsible for developing and distributing the metrics pull-scripts.  These periodic ECS script updates are managed via the ECS CM (OSS) process following EDGRS release.  The ECS DAACs shall, in turn, install and test the scripts, and validate the performance and output of the scripts against reported metrics in EDGRS.  Both the EDGRS team and the ECS and non-ECS DAACs shall be responsible for the validation and integrity of the metrics presented in EDGRS.  The EDGRS team shall be responsible for the maintenance, preparation and presentation of the metrics.  

Section 4.  Metrics Description

4.1 
General

This section provides a summary of the metrics products to be delivered by the DAACs to the EDGRS server.  Systems that are based on ECS will have these files generated automatically by EDGRS scripts.  Systems that are not based on ECS will need to generate these files in accordance with the EDGRS Interface Definition Document (IDD), located on the EDGRS Web-Site under EDGRS Information, EDGRS Documentation.  Special cases of what metric are actually reported by individual DAACs and the use of alternative interface definitions should be addressed in the individual DAAC appendices to this document.
EDGRS metrics products received and processed consist of the following:

· Metrics via flatfiles

· Ingest (ECS DAACs only)

· Archive

· Distribution Orders

· Requests

· Granules

· User Profile

· Anonymous FTP Transfer (ASDC V0 not applicable)

· WWW Access Logs

· WWW Transfer Logs ((WDD) (NSIDC V0 and ASDC V0 not applicable))

· Offline Inquiry Metrics

· Information Management System (IMS) Tracking Metrics (Local IMS and EOS Data Gateway only)

· Mappings

· Data Type Definition to mission, Instrument, Level, Discipline (initial and update)

· User ID (Subscription) to categories (ECS Only)

Section 5.  Interface Parameters

_______________________________________________________
5.1 General

This section describes parameters necessary to ensure proper metrics monitoring and delivery of products from the DAACs to the EDGRS server.

5.2 EDGRS Parameters

One profile is established to facilitate metrics receipt and processing at the EDGRS location.  The following identifies the EDGRS host and destination directories that are used by the DAACs to facilitate the FTP push delivery:

EDGRS Host Name



edgrs.gsfc.nasa.gov

EDGRS user password


[on file]

EDGRS destination directory

defaulted based on user name

5.3 Applicable URLs

The following identifies URLs that the DAACs can use to access information regarding operations and processing at the EDGRS site:

· EDGRS Ad-Hoc query and graph: http://edgrs.gsfc.nasa.gov:8000/soo/aspdb_provider/edgrs3.asp provides the processed EDGRS metrics for Ingest (ECS only), Archive, Distribute from Archive, Distribute to User, and Miscellaneous Reports.  This page will be used for ongoing metrics validation.  Validation procedures to be used by the DAACs can be found in Section 6.3.

· Today’s Import Processing Status: http://edgrs.gsfc.nasa.gov:8000/status-today.asp provides EDGRS report processing update date and time. 

· Status of EDGRS Data Importing by DAAC: http://edgrs.gsfc.nasa.gov:8000/status-input.asp provides the latest processing date by subsystem.

· Validation date status: http://edgrs.gsfc.nasa.gov:8000/status-validation.html provides metrics validation status by DAAC for each subsystem

· Outstanding EDGRS/DAAC Interface Issues: URL  

http://edgrs.gsfc.nasa.gov:8000/status-issues.asp will provide a log of 

problems/issues between EDGRS and each DAAC by subsystem. 

5.4 User Information Requests   

For questions regarding the usage of the EDGRS website, validation, or general needs contact the EDGRS task or technical lead.

Section 6.  Interface Methodologies

______________________________________________________
6.1 
General

This section describes the methodologies that will be used by the EDGRS system to allow for the delivery of metrics. It also addresses requirements for DAAC formatting updates, periodic query requests, and contingency actions in the event of metrics receipt or processing discrepancies.  

6.2 
Metrics Delivery

Metrics will be delivered from each DAAC to EDGRS via FTP push.  Metrics data delivery status to EDGRS can be located on the EDGRS homepage on Report Update Status under EDGRS Products.  When metrics have been received and processed by EDGRS the status for Today’s Import Processing Status report will show “successful” in the Processing Status page.  In the event that metrics are not received from any ECS or non-ECS DAAC for a period of two consecutive working days the EDGRS team will contact the DAAC POC to inform them of the transfer loss and request that the metrics flow be restored.

Note: Secure FTP is currently being arranged for use.  There are current firewall issues between EDGRS and the DAACs preventing this from being incorporated at all DAACs.

6.3 Data Product (Metrics) Validation

DAAC validation of EDGRS metrics should be completed whenever there is a change in either the ECS / V0 DAAC’s controlled operational system that interface with EDGRS for matrics data collection and transfers.  Validation should also be completed when there is a change to the EDGRS CM controlled operational systems for receiving and collecting metrics data from the DAACs.  This implies an upgrade to the above-mentioned systems via delivery of a release that involves hardware and/or software components.  In the case of changes in EDGRS, associated release notes will indicate or provide system regression test that will satisfy the validation requirement. 

Validation will ensure that EDGRS continues to post metrics that reflect accurate DAAC statistics following changes to the operational systems involved in the DAAC EDGRS interface.  Even though the frequency of the EDGRS metrics validation will be a function of the frequency of system upgrades, the degree of validation required will be limited by the size of the upgrade and the systems components involved, Validation will be considered a routine part of release testing.

Validation will ensure two aspects of data retrieval:

· The flat files will continue to be generated and contain data

· The data retrieved will be complete and accurately reflect the intended metrics

6.3.1     Definitions

In the discussions that follow there are references to distinct users accessing the DAAC.  This includes both general accesses to Web pages and systems maintained by the DAACs and users receiving data products.  Distinct means that each unique user is counted exactly one time per DAAC for the entire report period.  Each unique email address determines a distinct user.  Users accessing by more than one method (FTP, WWW, Inquiry, and Ordered Data) or DAAC will be counted separately for each method and DAAC.

The discussions also contain references to user access statistics.  This includes both general accesses to Web pages and systems maintained by the DAACs and users receiving data products.  An access is defined as one instance of a distinct e-mail address (distinct user) accessing the DAAC via a given method (FTP, WWW, Inquiry, and Ordered Data) per day.  Multiple accesses by the same e-mail address on the same day will be counted as one access.  

Note that for a one-day sample, the user access statistics will equal the distinct users statistics.  For a multi-day sample, the user is counted only once for the distinct users metrics but once per day for user access metrics.

6.3.2     Procedure

To validate that the flat files continue to be generated and contain data, perform the following activities:

· Verify that all the flat files are created.  For ECS DAACs there should be one flat file for each SQL Select statement in the delivered source code.

· Verify that all flat files contain data and complete without error.  For ECS DAACs, unless otherwise specified in the release notes or for other reasons known to operations, all SQL statements should have some data retrieved.  Also, check the end of the flat file for error messages.

· ECS DAACs should refer to Release Notes for special circumstances.

To validate complete and accurate data, the ingest(ECS DAAC only), archive, and distribution subsystems of EDGRS need to be crosschecked with the DAAC.  This is effectively reconciliation against a known data set that occurs after the system change is in place.  In other words, this step is a check to make sure the data occurring after the change is correct.  Therefore, choose a convenient time window that can be used to compare EDGRS metrics with data pulls at the DAAC.  The metrics the EDGRS results are compared against need to be based on EDGRS definition and may be the same as those done at the DAAC for standard reconciliation.

A procedure for locating and obtaining the required metrics from EDGRS for ongoing metrics validation is as follows:

Go to the EDGRS Website (edgrs.gsfc.nasa.gov:8000/).

· To obtain the number of products ingested (ECS DAACs only):

· Select EDGRS Ad-Hoc Query and Graph

· Select Ingest

· Select Report Summary (All DAACs)

· Choose your time range

· GO

· Compare both granule (Product) counts and Volumes

· To obtain the number of products archived:

· Select EDGRS Ad-Hoc Query and Graph

· Select Archive

· Select Report Summary (All DAACs)

· Choose your time range

· GO

· Compare both granule (Product) counts and Volumes

· To obtain the number of Products delivered:

· Select EDGRS Ad-Hoc Query and Graph

· Select Distribute to User

· Select Report:  Delivery Method Summary

· Choose your time range

· GO

· Compare individually the WWW Products Retrieved (WDD Metrics), Anonymous FTP, and Products Delivered (to end users via orders / subscriptions)

· To obtain the number of Distinct Users Accessing System by Method (FTP, WWW, INQ):

· Select EDGRS Ad-Hoc Query and Graph

· Select Miscellaneous Reports 

· Select Report: User Access Statistics

· Choose your time range

· GO

· Compare individually the distinct users for FTP, WWW, and Off-line Inquiry users.

· To obtain the number of Accesses by Method (FTP, WWW, INQ):

· Select EDGRS Ad-Hoc Query and Graph

· Select Miscellaneous Reports 

· Select Report: Accesses by Method

· Choose your time range (>1 day sample)

· GO

· Compare individually the distinct users for FTP, WWW, and Off-line Inquiry users.

· To obtain the data pool metrics

· Select EDGRS Ad-Hoc Query and Graph

· Select Distribute to Users

· Select Report Data Pool Daily Summary

· Choose your DAAC and time range

· GO

· Compare the metrics for your DAAC  

6.4 Data Product Reconciliation

DAAC EDGRS metrics reconciliation will be an ongoing periodic activity that ensures that the EDGRS metrics products are sunchronized with the DAACs.   The DAACs will crosscheck with EDGRS  through periodic reconciliations to determine if metrics data from the two systems are not synchronized.  The process for monitoring will be worked out on a case-by-case basis with each DAAC.  Where feasible, tools/scripts will be made available to the DAACs that will aid in monitoring the two systems.  Reconciliation is targeted to pick up data dropouts and environmental changes (e.g. script failure).  Therefore trouble shooting of synchronization problems will be resolved for the most part by re-sending the data.

6.4.1 Reconciliation Plan

· Phase 1 (ongoing)

· ESDIS ops team performs quality spot check on weekly metrics 

· Continue forwarding pre-weekly & soliciting review by DAACs.
· Phase 2 (case by case, based on priority)

· Develop analyses, reports & scripts tailored for each DAAC
· Prototype ’starters’ for DAAC-driven adjustments

· Priorities defined by ESDIS

· Live missions and largest discrepancies (e.g., JPL, LATIS, GSFC V0)

· Strive to eliminate manual collections & reporting (e.g., GPRA archive)

· Phase 3 (ongoing reconciliation)

· Joint implementation of optional automated method for reconciliation of metrics between DAACs and EDGRS

· DAACs monitor reconciliation results from either manual or automated data reconciliation reports, notifies EDGRS of problem, check for dropouts and resend data as needed.

6.4.2 Reconciliation Method Development

· Options A (ECS DAACs only) - ESDIS bears overall responsibility for developing the method

· SPSO provides scripts to pull tailored, predefined data from EDGRS

· For scripts to pull appropriate data from DAAC systems:

· DAAC gives system access and provides consultation to SPSO representative

Or
·  DAAC provides script, data samples and test environment to SPSO

· SPSO develops method for comparison and reconciliation report

· DAAC installs ongoing reporting method at their site

· Option B - DAAC bears overall responsibility for developing method

· SPSO provides scripts to pull tailored predefined data from EDGRS (ECS DAACs only)
· DAAC develops scripts to pull appropriate data from their systems

· DAAC integrates scripts/develops method for comparison and reconciliation report

· DAAC installs ongoing reporting method at their site

ESDIS will add appendices to this document detailing how each DAAC will complete reconciliation as the information comes available from the DAACs.

The DAACs will provide status to EDGRS technical POC on how the statistics match with the DAACs and contact the EDGRS technical POC prior to submitting a trouble ticket for mismatching subsystems.  If there are any issues, the EDGRS team can examine the metrics and determine whether system changes are required.  If no obvious causes for mismatches are found then a trouble ticket submittal will be required.

6.5 Data Type Mapping Updates

EDGRS data type mappings require periodic updates for ECS and V0 DAACs in order to maintain accurate reporting and distribution statistics.  Updates will be completed quarterly by the following dates:

· End of March

· End of June

· End of September 

· End of December 

These updates will be completed internally within the SOO using available metadata definitions for the majority of “unknowns”.  However, if the unknown datatypes cannot be resolved internally a request will be sent to the DAAC POC to assist in the determination of datatypes for update. 

6.6 User ID (Subscription) Mapping Updates (ECS only)

EDGRS is required to provide metrics on user groups for subscription distribution.  In order to distinguish which grouping the subscription ID belongs, each ECS DAAC will provide mapping to EDGRS to define whether each user ID belongs to:

· Distribution for production

· Distribution for local or external QA/Test

· Distribution to users

The EDGRS team will update these mappings quarterly at the same timeframe as the data type mapping updates.  The method for updates is as follows:

· The EDGRS technical POC will send the current mappings to each ECS DAAC POC for review

· Within two weeks the DAAC POC will determine if the mappings remain accurate.  

· The DAAC POC will either return notification that the mappings remain current or change the mappings to reflect the current user ID mappings.

In the event that there are unknown user IDs between mapping update cycles the EDGRS POC may send out a request to provide mapping to a particular or group of subscription user(s).

6.7
Pull-Script Installation (ECS Only)

The EDGRS team will deliver updated Pull-Scripts to the ECS DAACs biannually.  The scripts will be implemented as a new release and replace the existing EDGRS scripts.  The scripts will be delivered to the DAAC POC via the ECS OSS for testing and operational installation.  The general sequence of EDGRS OSS, and DAAC steps during Pull-Script releases is as follows:

· EDGRS team packages scripts for delivery to the ECS OSS.  A DDTS and DRTT ticket will be entered and assigned a release schedule for the pull-script delivery via OSS.

· OSS will incorporate the EDGRS pull-script release within their CM delivery process and distributes scripts to the ECS DAACs

· DAAC schedules the scripts for installation and TS mode testing
· If the DAAC CM/POC encounters a problem with the script they will notify the EDGRS POC via Email or phone, else scripts are promoted to operations.
· EDGRS confirms successfully receipt of consecutive periods of metrics.

· Change request closure.

Refer to the EDGRS Pull-Script Installation and Operations Change Configuration Management (CM) Process for a detailed description of these steps including the responsible organization and time constraints.  This document is available on the EDGRS website under EDGRS Documents > EDGRS Installation and Operations Documents. 

6.8     Ad-Hoc Script requests

The EDGRS team periodically distributes specialized queries to the DAAC POCs to research new information or to backfill metrics that were not previously transferred or that missed transfer.  These queries may also act to research metrics data in order to develop a future EDGRS enhancement for production.

These are special read-only metrics pulls that are intended for one-time use only.  The Ad-Hoc scripts require no formal installation process.  The EDGRS team will develop the script as an unplanned, temporary query to be distributed to individual or all ECS and Non-ECS DAACs.  The EDGRS POC will Email the DAAC POC the script with full instructions on how to execute it.  Following installation and metrics transfer, the DAAC POC can delete the scripts if desired.  These releases will not follow the standard CM process and OSS distribution methodology but will act as a temporary metrics query. 

6.9   Network Change Notification / Backup system access
Network changes and changes needed to access backup systems are considered as any changes in the following network protocols:

· IP Addresses 

· Account names

· Server names

· Passwords

Change notification should be made at least five calendar days prior to any planned, documented event to allow for uninterrupted metrics flow.  Notification will consist of an Email to the DAAC or EDGRS technical POC informing them of the protocol to be changed and the necessary information to prepare for the change.  Network change notification is needed for both DAAC and EDGRS system changes.  In the event of emergency network changes, notification will be made as soon as possible but no more than one business day following the change.  

Section 7. Configuration Management 

and Discrepancy Reporting

_______________________________________________________

7.1     General

Configuration management (CM) for EDGRS, for the purpose of this OA, will apply to all aspects of the EDGRS development and release software, and the installation and the initiation of trouble ticket/discrepancy reporting. 

7.2      Pull-Script Installation

Pull-Scripts will be developed under EDGRS version control, where release input will be determined/authorized by the EDGRS development review board, under SOO control.

Once the scripts are developed they should follow guidelines stated in Section 6.6.  All EDGRS scripts that reside at the DAACs will be controlled under DAAC CM/version control and will not be controlled by EDGRS CM policy.  EDGRS will only be responsible for delivery via ECS OSS for ECS DAACs.  V0 DAACs develop and maintain the scripts necessary for providing metrics to EDGRS. 

7.3      Trouble Ticket / Discrepancy Reporting

CM for EDGRS discrepancies will be conducted through a standard software development lifecycle methodology of reporting, tracking, and resolution.  Software trouble tickets will follow a weekly or twice-monthly review cycle, dependant upon the severity of the problem.  A discrepancy review board will prioritize discrepancies and incorporate them into release planning.  Discrepancies will be noted to the EDGRS team through ticket initiation.  The initiator will be notified of status changes electronically through the resolution cycle.  Any user wishing to enter a trouble ticket must establish an account for trouble ticket entry.  

Note: Trouble tickets entered via the ECS OSS DDTS system will be routed through to the EDGRS DRTT and the duplication will be noted.  

The following steps are required to establish your Discrepancy Report Tracking Tool (DRTT) account:

1.  Use web browser to go to:

http://edosultra30.gsfc.nasa.gov/ddts/ (DRTT will be linked to the EDGRS website and will be addressed when the link is generated)

2.  Choose "Info Desk"

3.  Choose On-line Registration

4.  Provide the requested information.

5.  Choose EDGRS as the default menu option on the 2nd page of the registration.

6.  Submit the form.

When the DRTT default is set to EDGRS the Trouble Ticket page will be found by clicking on the submit button on the left.  The page will be entitled Submit new record to class EDGRS.  Enter the necessary information and submit.  The trouble ticket will be received by the EDGRS team and the submitter.  

Section 8. Points-of-Contact

8.1 General

EDGRS points of contact (POCs), that constitute the EDGRS – DAAC interface for ECS and Non-ECS systems, can be found on the EDGRS home page at http://edgrs.gsfc.nasa.gov:8000/contact2.htm under EDGRS Information.

.

Appendix A: Acronym List 

ASDC

Atmospheric Science Data Center

ASF

Alaska SAR (Synthetic Aperture Radar) Facility

CM

Configuration Management

CSC

Computer Sciences Corporation

DAAC

Distributed Active Archive Centers

DDTS

Distributed Defect Tracking System

DRTT

Discrepancy Reporting Tracking Tool

ECS

EOS Core System

EDGRS 
ESDIS Data Gathering and Reporting System

EOS

Earth Observing System

EOSDIS
Earth Observing System Data and Information System

ESDIS
Earth Science Data information System

FTP

File Transfer Protocol

GES

GSFC Earth Sciences

GHRC

Global Hydrology Research Center

GSFC 
Goddard Space Flight Center

ID

Identification

IDD

Interface Definition Document

IMS

Information Management System

INQ

Inquiry

LaRC

Langley Research Center  

LP

Land Processes

OA

Operations Agreement

ORNL

Oak Ridge National Laboratory

NSIDC
National Snow and Ice Data Center

OSS

Operations Support Software

PO

Physical Oceanography

POC

Point of Contact

QA

Quality Assurance

SEDAC
Socioeconomic Data and Applications Center

SOO

Science Operations Office

URL

Uniform Resource Locator

V0

Version Zero

WDD

WWW Transfer Logs

WWW

World Wide Web

Appendix B – DAAC Reconciliation Method

Appendix B contains the reconciliation method planned, developed and submitted by each DAAC to supplement the suggested reconciliation method discussed in section 6.3 of this document.  In order to offer some flexibility and simplicity in completing reconciliation at the individual DAAC level, DAAC generated reconciliation plan would provide DAACs with the means of tailoring their reconciliation method to their environment while using the information provide in the OA as a guideline.  It will also allow DAACs an opportunity to add or update individual reconciliation plans as needed and submit as an update to appendix B of the OA.  DAAC are expected to submit their reconciliation method following the 5 area outlined below:

1. Method of obtaining data from EDGRS (e.g. SPSO develops script & provide for use by DAAC).

2.  Method of obtaining appropriate data from DAAC (e.g. SPSO develops data extraction script via DAAC system access & DAAC consultation or DAAC develop extraction scripts & allows SPSO to test with DAAC furnished sample data).

3. Method for data comparison and report generation (e.g. SPSO and/or DAAC develops
 approach for comparison and format of reconciliation report).

4. Operation of automated reporting system (e.g. DAAC participates in system installation at

 DAAC site or SPSO participates in the installation of the automated reporting system at the DAAC site).

5.  Report analysis and action (e.g. Joint effort of all participants).
GSFC DAAC Reconciliation Method
1. Method of obtaining data from EDGRS (e.g. SPSO develops script & provide for use by DAAC
or scripts developed internally at DAAC).

To gather data from EDGRS’s web site, Perl scripts were developed which apply “TestSpider” (a Perl package developed by GDAAC engineer for web page testing) to automate the process.
Alternatively an additional access method to EDGRS can be set up to pull data directly from EDGRS tables.
2.  Method of obtaining appropriate data from DAAC (e.g. SPSO develops data extraction script via DAAC system access & DAAC consultation or DAAC develop extraction scripts & allows SPSO to test with DAAC furnished sample data).

To gather data from ECS database, Transact-SQL scripts were developed to query the database directly.

To gather data from GSFC VO logfiles, Perl scripts were developed to extract summary information from each logfile.

3.  Method for data comparison and report generation (e.g. SPSO and/or DAAC develops

approach  for comparison and format of reconciliation report).

Once data were collected, it is manually copied into spreadsheet and analyzed for major discrepancies. 
4.  Operation of automated reporting system (e.g. DAAC participates in system installation at

 DAAC site or SPSO participates in the installation of the automated reporting system at the DAAC site).

Internally developed and implemented by DAAC.
5.  Report analysis and action (e.g. Joint effort of all participants).

Through a collected effort at the DAAC and EDGRS, reasonable explanations and/or fixes were applied based on the discrepancies found.  Typically when discrepancies are found, data is re-sent.  A report is generated by the GDAAC and forwarded to EDGRS operations.

GSFC DAAC Reconciliation Method

(continued)

6.  Additional notes on GSFC DAAC non-ECS provided / reported matrix

Metrics via flatfiles

Archive  -  providing what is in V0/V1 tape archive;  data storage in anonymous ftp and web data distribution areas are not reported.

Distribution Orders, Request, & Granules  -  These three are reported using the older SCRS format as described in the SCR ICD as per previous agreement
(not the IDD format).  EDGRS will convert as needed

User Profile  -  No user profile information provided beyond the e-mail addresses contained in the above SCRS reports, e-mail addresses as reported in the FTP logs, and IP/DNS addresses in the web logs.

Anonymous FTP Transfer  -  For items beyond normal distribution (reported in the SCRS logs above); a filter will be added to remove those and other entries clearly not applicable.

WWW Access Logs  -  will be provided in IDD format.

WWW Transfer Logs ((WDD) (NSIDC V0 and ASDC V0 not applicable))  -  Data will be transferred directly via links on web pages.
Offline Inquiry Metrics  -   will provide in IDD format via a simplistic interface since the data are so few.

Information Management System (IMS) Tracking Metrics (Local IMS and EOS Data Gateway only)  -  Have no local IMS outside that reported above under “distribution orders, requests, and granules”.
Mappings
Data Type Definition to mission, Instrument, Level, Discipline (initial and update)  -  will provide in IDD format..
ORNL DAAC Reconciliation Method
1. Method of obtaining data from EDGRS (e.g. SPSO develops script & provide for use by DAAC 
or scripts developed internally at DAAC).

To gather data from EDGRS’s database, ORNL will access EDGRS directly via a special interface method set up by EDGRS operations for predetermined users. develop Perl scripts.  It is expected that EDGRS ops will provide the authorization and support for this access method.

2.  Method of obtaining appropriate data from DAAC (e.g. SPSO develops data extraction script via DAAC system access & DAAC consultation or DAAC develop extraction scripts & allows SPSO to test with DAAC furnished sample data).

ORNL has developed perl scripts that automatically collect statistics from various internal sources and submit the appropriate logs to EDGRS on a daily basis.
3.  Method for data comparison and report generation (e.g. SPSO and/or DAAC develops

approach for comparison and format of reconciliation report).

Manual comparisons have been made in the past.  Once the stats retrieval from the EDGRS web site is in place, perl scripts will be written by ORNL to automatically check consistency and email an alert to the ORNL DAAC POC if values are out of range.  A web page will be created by ORNL to provide detailed comparison of EDGRS and ORNL values.
4.  Operation of automated reporting system (e.g. DAAC participates in system installation at

DAAC site or SPSO participates in the installation of the automated reporting system at the DAAC site).

The ORNL DAAC has an existing automated internal stats system, including online reports and QC email.  New utilities are developed by ORNL and integrated into this framework.
5. Report analysis and action (e.g. Joint effort of all participants).

ORNL staff notifies EDGRS staff when a discrepancy is found.  Through a collected effort at the DAAC and EDGRS, reasonable explanations and/or fixes are applied based on the discrepancies found.  Typically when discrepancies are found, data is re-sent.  

NSIDC DAAC Reconciliation Method
1. Method of obtaining data from EDGRS (e.g. SPSO develops script & provide for use by DAAC or scripts developed internally at DAAC).

To obtain data from EDGRS, NSIDC will use primarily the EDGRS Ad-Hoc Query interface set up by EDGRS operations.  In addition, NSIDC expects that EDGRS ops will provide support for data not accessible through the interface mentioned above. 

2.  Method of obtaining appropriate data from DAAC (e.g. SPSO develops data extraction script via DAAC system access & DAAC consultation or DAAC develop extraction scripts & allows SPSO to test with DAAC furnished sample data).

To gather data from ECS database, SQL scripts provided by EDGRS are used to query the database directly.

To gather data from NSIDC V0 system, scripts were developed internally to extract information from our internal database and log files.

3. Method for data comparison and report generation (e.g. SPSO and/or DAAC develops approach for comparison and format of reconciliation report).

Once data were collected through the EDGRS Ad-Hoc Query interface or other custom interface, manual comparison will be performed for major discrepancies.

4. Operation of automated reporting system (e.g. DAAC participates in system installation @ DAAC site or SPSO participates in the installation of the automated reporting system at the DAAC site).

NSIDC would participate in the installation of the automated reporting system at the DAAC site for the ECS system with support provided by SPSO when needed.

For V0, the automated reporting system will be developed and implemented internally at NSIDC.

5. Report analysis and action (e.g. Joint effort of all participants).

This will be a joint effort between NSIDC and EDGRS.

NSIDC DAAC Reconciliation Method

(continued)
6. Additional notes on NSIDC DAAC non-ECS reported matrix

Mappings

Data Type Definition will be provided in IDD format.

Metrics via flatfiles

Archive – providing what is in V0 mass storage archive; data storage in offline media and anonymous ftp area are not reported.

Distribution Order, Request, & Granules – SCRS format reports (non-IDD format) will continue to be used until a solution can be worked out for NSIDC to generate IDD format reports.

User Profile – No user profile information provided beyond what is contained in the above SCRS reports, email addresses as reported in the FTP logs, and IP addresses in the web logs.

Anonymous FTP transfer – Report in IDD format will be provided.

WWW Access Logs – Report in IDD format will be provided.

WWW Transfer Logs – Not applicable to NSIDC.

Offline Inquiry Metrics – Report in IDD format will be provided.

Information Management System (IMS) Tracking Metrics – Not collected here at NSIDC.
EDC LP DAAC Reconciliation Method
1. Method of obtaining data from EDGRS (e.g. SPSO develops script & provide for use by DAAC or scripts developed internally at DAAC).

LP DAAC depends upon the EDGRS web site to manually obtain EDGRS info, and the Dashboard metrics system, at EDC, to generate EDGRS like information, for correlation and comparison.  Since the two systems use the same original source data (ECS’s Sybase System), the correlation between identical questions should be accurate.  The problem lies in the fine definition of time, what is included or excluded, and the definition of specific terms, all of which are workable items.  The result is a totally independent tool for validating EDGRS, or vice versa, for validating Dashboard.

2. Method of obtaining appropriate data from DAAC (e.g. SPSO develops data extraction script via DAAC system access & DAAC consultation or DAAC develop extraction scripts & allows SPSO to test with DAAC furnished sample data).
Included in #1 above.

3. Method for data comparison and report generation (e.g. SPSO and/or DAAC develops approach for comparison and format of reconciliation report).

Once data is collected, it is directly compared, or it is manually copied into spreadsheet and analyzed for major discrepancies. 

4. Operation of automated reporting system (e.g. DAAC participates in system installation @ DAAC site or SPSO participates in the installation of the automated reporting system at the DAAC site).

Internally developed and implemented by the LP DAAC.  

5. Report analysis and action (e.g. Joint effort of all participants).

Through the collective efforts of the LP DAAC and EDGRS, reasonable explanations and/or fixes are applied, based on the discrepancies found.  Typically when discrepancies are found, a one-time script is run for data recovery, and data is re-sent.  A report is generated by the LP DAAC or EDGRS operations and forwarded to the EDGRS site.

See the document: “Validation of the Data Ingested (Correlation / Reconciliation) for the EDGRS Metrics System (CSC) and the Dashboard Production Monitor System at LP DAAC”, 9 April 2004, EROS Data Center, USGS, for detailed procedures. 
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